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[. INTRODUCTION metry is vertical. The tank is open to the atmosphere at the
) ) . top so that water, or some other liquid, can be poured into the
It has been our experience that students find mechaniggnk easily. The bottom of the tank is capped, but the cap has
fun and exciting when they are able to use what they hav@n orifice placed at its center through which liquid can drain.
learned to model and to predict the behavior of familiar phe-the tank is equipped with plugs that have openings of vari-
nomena. For this reason, we have made considerable efforys diameters. The plugs can be threaded into the tank so as
to design experiments for the first course in fluid mechanicgy change the diameter of the opening. Figure 1 shows the
that are simple and easy to visualize, and that relate theoregyperimental setup.
ical concepts from mechanics directly to the experienc_e that | o A; denote the inside cross-sectional area of the tank,
;Elédeg:ﬁct?;ﬁ V\r’]'gr ]:‘3Im\;\|/lr?(;np2igorrpaesng. c-ll-:sess?/vﬁﬁpset{;?eenqﬁo the inside cross-sectional area of the opening of a plug,
whopare Iikelyyto g%t lost in the mathematical details thatﬁo the initial elevation (.Jf the free surface r_elatlve to the
abound in the study of fluid flows. To illustrate this point, we bgggg; ?Iar:t(iav:aatnok?hg]ﬁol?tf)t%né?rt]ﬁgltj;nilZ\ﬁﬂgg tﬁ;tgﬁ]gee

present a draining experiment that is one of many laborator | d si he bedinni f the draini
exercises used to support the first course in fluid mechanicg!aPsed since the beginning of the draining procésshe
The experiment itself consists of draining a large cylindri-0tal time needed to completely drain the tank of liquid, and

cal tank under the influence of gravity. The tank's axis of9 the local acceleration of gravity. Applying the unsteady
revolution is vertical; its top is open to the atmosphere, and ifONServation of energy for open systems to this problem re-
is drained through a small orifice located at the bottom of the®ults in the following equation that governs the variation
tank. We measure both the total time it takes to drain the tanlith time of the instantaneous elevation of the free surface,
completely and the draining pattern itself, that is, how the(t), relative to the bottom of the tartk:

volume of liquid in the tank changes with time during the d2h\ 1/dh\2[/A,\2
draining process. We model the liquid as an incompressible h(g+ _2) = _(_> [(_‘) -1
and inviscid fluid and the flow as quasisteady and irrota- dt®/ 21dt) [{Ag
tional.

()

When the tank drains slowly, one can expect the acceleration

2

Although the actual flow is that of a viscous fluid, the ¢ e free surface of the liquid to be very small compared to
observed behavior is compared with that predicted by th?he acceleration of gravity. This means thgat d2h/dt?, and
theory of the irrotational draining of an inviscid fluid. When Eq. (1) then becomes ' '

the cross-sectional area of the exit orifice is much smalleF"

than that of the tank, this comparison shows that the inviscid- 1(dh\?[[A\?

fluid model approximates the behavior of the real fluid quite ~ hg= E(a) (A—) -1

well. First, we describe the theory used for modeling, then 0

the experiment itself. Finally, we show experimental resultsEquation(g) can now be integrated to obtdi(t). When this
obtained and compare them to theory. is done, and the quantities involved are made dimensionless
through scaling, one finds that the elevation of the free sur-
Il. THEORY face, h, varies with time according fo

. I . . . h
Consider a cylindrical container of a circular cross section __ —| 1

(the tank that is oriented such that its axis of rotational sym- ho

t2
), (3a)

g
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tank where t; denotes the time it takes a particle to fall freely
water\P from rest under gravity fromh,(0)=hg to h,(t;) =0, andv;
is the velocity achieved by the particle whén=0. It is
convenient to write the expression figrin Eq. (4) in a form
that is similar to the expression fof in Eq. (6). Doing so
measuring leads to

—scale
2hg
tg=\ = 9
d g 9
tank stand where
1
j g

exit orifice waste-water Im= A.JA 2—1 '
e [(AdAG)?~1]

pluK

EEEEEEEN YEEEEE

(10

The quantityg,, given in Eq.(10) can be considered to be

- the modified acceleration of gravity resulting from the con-
Fig. 1. Diagram of the experimental setup showing the orientation of theStriction of the flow at the draining 0”f|ce.- It |nd!c‘_ates t.hat
tank, the draining orifice fitted with a plug, and the tank stand. the rate of descent of the free surface during draining will be

slower than the velocity of freefall.

and the velocity and acceleration of the free surface ardll. EXPERIMENT

iven, respectively, b .
g P Y. by We performed experiments to gather data that would allow

dh oh t us to compare theory to experiment. A cylindrical shell made
e _) (3p)  of Plexiglas was used as the tank in this experiment. The
dt ty ty shell is capped at its lower end to produce a transparent
and cylinder that can hold water. One or more orifices can be
added to the cap. In our case, we used a single orifice but
d2h 2h, fabricated many threaded plugs. Holes of different diameters
—_—=——, (30 were drilled into the threaded plugs. By threading a drilled
dt ty plug into the orifice, we could change the diameter of the
where the total time necessary to completely drain the tankXit orifice. A graduated scale was glued vertically along the
ty, is given by length of the tank and it was used to traqk the position of the
free surface of the water in the tank during the draining pro-
21\ VT AL\ 2 112 cess. After selecting a given plug and threading it into the
ty= <_°) (_t> -1 (4) orifice, the tank was filled to a specified height and the water
g Ao was allowed to come to rest. Then, the drain was opened and,

This expression fot, is reminiscent of the time it takes a USing a stopwatch, we observed and recorded the location of

free-falling particle to drop through a distanbg from rest.  the free surface as a function of time during draining. Once
Indeed, for a particle that is released from rest at helight data were collected using one plug, the experiment was re-

above a reference level and falls freely in the absence of apeated using another plug. In this way, we collected data for
. : -y different plugs using the same tank and with the initial height
resistance, the instantaneous elevation above that refereng

. : leliquid set to be the same for all trials.
lseg:(!:[icgs) ,b)a/md the duration of the falt, are given, re- The tank used in these experiments had an inside diameter

of 29.21 cm and a height of 86.40 cm. It was filled to 81.30
) cm and then drained. The position of the free surface was
P (_) (5) recorded at 2.54 cm intervals. The exit orifice diameters used

hg t were 0.533, 0.668, 0.945, and 1.087 cm, corresponding to
and area ratios A;/A,, of 3003, 1912, 955, and 722, respec-
tively. The recorded total drain timeg;, corresponding to
2hg these were 1223, 767, 403, and 288 s, respectively.
t= VF (6)

. . . _ _ IV. RESULTS AND DISCUSSION
The instantaneous velocity of the falling particig,(t), is

given by When the instantaneous heights of the free surface of wa-
ter were plotted against time, they yielded the tank’s draining

ho [t pattern for the selected diameter of the exit orifice. The vol-

vp(t)= _Zt_(t_) (7)  ume of water in the tank at any time is a linear function of
P the height of water in the tank because its cross-section is

and constant. Therefore, the volume of liquid remaining in the

tank, or that of the liquid flowing out of it, could be calcu-
vp(ty)=—+2gh, (8) lated from the height of the free surface. Indeed, the ratio of
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Fig. 2. Fractional height of the free surface of the liquith,, as a function
of the ratio of elapsed draining time to the emptying titidg, , for values of
the area ratioA, /Ay, of 3003(open square 1912 (open circlg, 955 (open
triangle), and 722(solid cros$ compared with the theoretical predictions of
Eq. (33 (plus.

scaled time

|- Fig. 4. Calculated scaled height,h,, as a function of the scaled timgf,,
for the free surface of the liquigplus), and calculated scaled height, /h,,
as a function of scaled time/t;, for a free-falling particlgopen circle.

heights,h/hg, is equal to the ratio of the instantaneous vo
ume of fluid that remains in the tank to the original volume
of fluid in the tank when draining started.

The expressions derived above were compared to the cor-
responding results obtained experimentally. The variation of

the height of the free surface of liquid with time is predicted gownward movement. The magnitude of the deceleration is
to be parabolic in Eq(3a). This result is compared to our given by Eq.(10); it is a small fraction of the acceleration of
experimental data in Fig. 2. Similarly, when the ratio be'gravity, the fraction being determined by the area ratio,
tween the cross-sectional area of the tank and that of thg ;A " Figure 4 compares the motion of the free-falling par-
draining orifice is much larger than unity, inviscid-flow e in the absence of air resistance, as given in (Bg.to
theory predicts that draining will be slow and that the time Othe downward movement of the free surface of a large tank
empty the tank will vary linearly with that ratio. This resultis o+ is being emptied slowly, as given by Hga).

given in Eq.(4) and is compared with experimental data in ; _falli i i -
Fig. 3. In both cases, discrepancies between theory and exs (2) Unlike Eq. (7) for the freefalling particle that is re

; ; sed from rest, Eq3b) indicates that the initial velocity of
perimental data were computed at each point and assessqqa

: . . e free surface is not zero. Indeed, by combining E8s)
For the height of the free surface, discrepancies ranged fromy, ) ‘it can be seen that the velocity of the free surface at
0% to 14%, with an average value of 8.2%. For the total, _ ;g given by
draining time,ty, they ranged from 0.5% to 3% with an
average value of 1.5%. It can be seen, therefore, that inviscid Vs

theory predicts the slow draining of a large tank reasonably  »(0)=

well. V(AJAQZ-1]

The forms of the expressions fo(t) given in Eq.(3a), Equation(11) predicts a velocity that cannot be zero, while

and forh,(t) given in Eq.(5), indicate several contrasting gq (3p) makes it possible to determine that it is twice as
features between the motion of the free surface and that of I%trge as the average velocity of the draining process. This

free-falling particle. These features are physically instructivqmp"es a rapid change in the velocity of the free surface,
because they help clarify the differences between the twgnq perhaps, even a sudden jump at the beginning of drain-
behaviors. . _ o ing. Mathematically, this comes from the nature of [2),

(1) Unlike the free-falling particle, which is accelerated {he simplified equation that was used to determine the solu-
uniformly downward by gravity with a constant accelerationyon in this application. It is of first order, and therefore the
g, the falling free surface is uniformly decelerated in its fist derivative, which represents the velocity in this case,
cannot be specified as an initial condition. Although surpris-
ing at first, the result indicated by E€L1) is consistent with

(11)

1600 the derivation of Eq.1), which assumes that the tank is
draining when analysis starts. Since the fluid is incompress-
1200 ible, the conservation of mass implies that the free surface of
the liquid must be moving downward while draining is in
800 effect. Accordingly, an impulsive start of the draining pro-
400 b cess is not modeled by E¢l).
(3) The downward motion of the free surface is much
0 , slower than that of a free-falling particle. One expects the
0 2000 4000 area ratioA;/Ag, to be much larger than unity because the

exit areaA, is ordinarily much less than the cross-sectional
Adho area of the tankA, . This ratio introduces an apparent accel-
Fig. 3. Experimental values of the total time required to empty the tank, eration of gravitygn,, given by Eq_.(lO), that '§ c0n5|derably
as a function of the area ratity /A, (open circlg compared with the pre- ~Smaller than the actual acceleration of gravity. Consequently,
dictions of Eq.(4) (solid line). the time to drain the tank is much larger than the time it

1206 Am. J. Phys., Vol. 71, No. 11, November 2003 Apparatus and Demonstration Notes 1206



would take a particle to fall freely from rest through a verti- predicts draining patterns and total draining times that are in
cal distancén, equal to the original height of fluid at the start good agreement with experiment. However, in our observa-
of the draining process. tions, the experiment is successful only when the exit orifices
(4) The distribution of mechanical energy during motion are small. Exit orifices for which data are reported here are
can also be used to explain the differences in the behaviorsuch that ratios of the area of the tank to the area of the
In the case of a particle that is falling freely in the absence obrifice were greater than or equal to 722. For much smaller
air resistance, gravity is the only force that acts on it; becauserea ratios, the acceleration of the fluid particles can no
gravity is a conservative force, the total mechanical energyonger be assumed constant and negligible compared to that
of the particle is conserved at all times. Since it consists obf gravity, and the quasisteady approximation is no longer
only kinetic energy and gravitational potential energy, thevalid. Indeed, the rate of fall of the free surface is so rapid
total mechanical energy is distributed between these twghat it is impractical to keep track of its location and to
forms during motion. Taklng the ratio between the inStantaTecord the e|apsed time with a Stopwatch for more than one
neous kinetic and gravitational potential energies for the fallyr two data points. In that case, computer data-acquisition

ing particle, one obtains systems have to be used. Although our experiments could not
E /t:)? confirm it, it is important, nevertheless, to note that a theo-
k (t/t¢) _ : , . >
Ri=|=—| =——3, (12 retical estimate found in the literature indicates that the qua-
E 1—(t/ty) ; T .
Plt sisteady approximation would hold for area ratios as low as

o _ 3
whereE, represents the kinetic enerdy, the potential en- 100 o _
ergy, andR; their ratio. This ratio varies with time and, as  Although the slow draining of a large tank is a common

N . .3_6 .
expected, it increases during the fall because potential enerdfoblem in textbooks of fluid mechanits; the author is not
is continually converted into kinetic energy. aware of experiments that show students that approximations

liquid, the situation is quite different. Gravity acts on it, but ratory. This exercise was used in our lab to fill this void. The
it is also in contact with the adjacent fluid. Its mechanical@pparatus that is needed is easy to build, and the experimen-
energy can be stored in three distinct forms: pressure, kineti@! procedure is quite simple. The experiment can be used in
energy, and gravitational potential energy. The pressure thétroductory mechanics classes to illustrate uniformly decel-
acts on it is the ambient atmospheric pressure because tggated motion that is caused by gravity. It can also be used to
tank is open. It is conventional to use the energy associatedemonstrate that viscosity can be neglected in special cir-
with atmospheric pressure as a reference. In that case, tit@mstances, thereby justifying the use of inviscid flow mod-
total mechanical energy of this particle consists only of theels to approximate the behavior of real flows without re-
sum of its kinetic and gravitational potential energies; how-course to advanced mathematical arguments about the
ever, when one computes the ratio between the two, as wdrehavior of viscous boundary layéYShe experiment can
done in Eq.(12) for the falling particle, one finds that the also be used to illustrate the difference between the down-
energy ratio for a particle on the liquid surfade,, is inde-  ward motion of the free surface of a liquid during draining

pendent of time and given by and the free fall of a solid particle, thereby motivating a
discussion of the differences between the mechanics of fluids
_ E _ 1 (13) and the mechanics of solids. We have used this simple ex-
*\Ep . (AJAQ)?—1 periment for all these purposes over the years and our stu-

o ) ) o dents have enjoyed learning mechanics from it.
Indeed, it is the same as the ratio obtained by dividing the

acceleration of the free surface, given in Ef0), by the

local acceleration of gravity. In the conventional terminology

of fluid mechanics, the energy ratio expressed in #8) is
roportional to the square of the Froude number. The slow,

Sraﬁ‘]ing of a large tagk under gravity is, therefore, a procesé‘CKNOWLEDGMENT
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A basic lock-in amplifier experiment for the undergraduate laboratory
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We describe a basic experiment for the undergraduate laboratory that demonstrates aspects of both
the science and the art of precision electronic measurements. The essence of the experiment is to
measure the resistance of a small length of brass wire to high accuracy using a simple voltage
divider and a lock-in amplifier. By performing the measurement at different frequencies and
different drive currents, one observes various random noise sources and systematic measurement
effects. © 2003 American Association of Physics Teachers.

[DOI: 10.1119/1.1579497

I. INTRODUCTION signal, contains a lot of electronic noise that we cannot get

o . o . rid of. Put in terms of voltages, our output signal looks like
Precision electronic measurements are ubiquitous in mod-

ern physics. Experimental physicists are frequently faced
with the challenge of measuring extremely small electronic Vaignal 1) = Vo+ Vigisd 1),
signals from any number of sources. Given the widespread
use of precision measurement techniques, we feel some ob-
ligation to teach at least some of the tools and tricks of thisvhere V, is the response of the system we want to
trade. We present here an undergraduate laboratory experreasure—here assumed to be constant in time—and
ment that describes how the lock-in amplifier can be used te/, . (t) is noise.
make prECiSion measurements. The lock-in is an extrem8|y How we respond to this situation depends to some degree
versatile measurement tool, and the ideas behind lock-in dgsy the character of the noisé,,<{t). In some cases the
tection are often used in experimental physics. Our experipgise we are faced with is pure white noise, also called
ment is relatively simple, inexpensive, and robust. Furthers,sgian noise. For this type of noidé,yedt) fluctuates
more, it is a hands-on experiment, in which the student '?andomly and rapidly with time in such a way that the sta-
The f . ) o Sistics of the noise are independent of time, and each value of

[ne focus of this experiment is swnply to measure th noisd t) is completely uncorrelated witt,,;{t"), provided
resistance of a short length of brass wire. The resistance % i—t/ ter th lation timeA tvpical
our sample is about 80 &y small enough that a typical 1a | |is greater than some corre/ation imen typical

g Picture of white noise as a function of time is shown in Fig.

hand-held digital multimeter is not up to the task. With Th i £ whit ise is ind dent of f
lock-in, however, the absolute resistance can be measured o 1€ POWer spectrum of w '1e noise IS Independent ot fre-
; at higher frequencies the

within a fraction of a percent fairly easily. We like to point AUeNcy up to frequenciefs~7 _ : _
out that although measuring the resistance of a piece of wirB0iS€ power typically goes to zero. With pure white noise our
is hardly cutting-edge physics, measuring the resistance of @St recourse is to simply average the output signal with
nanotube, nanocontact, or some other small object is. FJESPect to time. White noise has zero expectation value, that
example, one can imagine that the wire would actually be 20S: (Vnoise =0, and by time-averaging we obta{Vgna(t))

nm in diameter and 100 nm long, chilled to 50 mK, and be={Vo+ Vnaisdt)) =(Vo) +(Vnoisd{t))— Vo, so we will get
located at the bottom of an expensive cryostat. Given a maxithe answer we seek to high accuracy if we average for a long
mum allowable current density of, say, 1 A/grwe might be  enough time.

restricted to using only a few pA in our nanoscale experi- In the real world, however, noise is seldom white. Ampli-
ment. We do the experiment with a simple wire describediers and other noise-generating elements often drift slowly
here because it is cheaper and it is nearly indestructible. Adwith time. Over short periods the output of a typical ampli-
ditionally, the wire measurement demonstrates nicely man§ier will drift a small amount, and over long times it will drift
noise sources and systematic errors that are often associatédarger amount. Some of this comes from environmental
with precision electronic measurements. In addition to itseffects—temperature drifts in the lab, creep in materials, etc.,
intrinsic value, the experiment serves as a prerequisite foput some is intrinsic to many electronic devices. Detailed
more advanced experiments that require lock-in detection. studies of many different types of electronic noise have
shown that the frequency spectrum of these kinds of noise
] sources is often approximately proportional td, Mheref is

Il. BACKGROUND: LOCK-IN MEASUREMENT the frequency. Many electronic devices exhibit this 1/

TECHNIQUES noise” even at very low frequencies. After much study there

We first describe the basic measurement techniques usé¥still considerable debate over just what causésbise in
for lock-in detection and signal measurem&mtA lock-in many devices, but it certainly exists and is almost ubiquitous
amplifier is typically used when one has a small signal burin amplifiers and other analog electronic devices. Figure 1
ied in noise. Consider an experiment in which we wish toshows some typical 1/noise in comparison with white
measure the response of a system to some stimulus, and weise.
know that the response is very weak. Furthermore, the output In addition to white noise and fl/noise, most detectors
of the system, which is typically converted to an electronicalso provide some dc offsets to go along with whatever sig-
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@ (6] I | lock-in with a square wave of several-volt amplitude that

- — 1] provides an unmistakable reference. Note that the reference
f il signal contains not only a frequency but also a phase, and the
latter is often very relevant to a given experimeiithe ref-

} } ¥ erence amplitude is irrelevant in principle.

_ With a locked reference and a pre-processed input signal,
the lock-in then manipulates the signals digitally to produce
the desired output. Typically, the reference signal is con-
Fig. 1. The left panea) shows a signal as a function of time that is verted into a sine wave with some adjustable phase, then

dominated by white noise, also called Gaussian noise. White noise has zeppultiplied by the signal input, and finally averaged to form
expectation value and averages to zero with time. The right gahshows

a signal dominated by Lhoise, which is commonly seen in physics experi- Vour={Vsignalt) cOg wt + ¢)), 1)
ments. 1f noise can be thought of as containing low-frequency drifts which . . . .
do not average to zero with timesimulated noise plots from Miloti— Where the average is a running time average. This procedure

Ref. 4. picks out one Fourier component of the input signal
Vsigna(t) . If the signal we wish to measure is chopped, then
the lock-in will pick out the first Fourier component of the

. . square wave. In the experiment described below, our signal
nal one would like to measure. Including these terms, we seg i soidal in nature. Note that the exact method for gen-

that a somewhat more realistic picture for the signal VOltageeratingvout, particularly the way the time average is done,

would be varies among lock-in amplifiers, so the expression above is
Vsignal t) = Vot Voisert Vunite noisét) + Vs noisd t) - only accurate up to a constant of order unity. Needless to say,

. . these details are provided in the lock-in manual, although it

Even if we could remove/pse, at low enough frequencies g giraightforward to send in a known signal to measure the

the noise will still be dominated by fl/noise, and then a ,ronortionality constant directly.

simple time-average is not going to work very well. Along = A dual-phase lock-in, which is especially useful for some

time average will reduce the high-frequency noise contribuzyperiments, produces two outputs, thephaseandquadra-
tions, but the longer we average, the more the low-frequencyre outputs, given by

drifts inherent in 1f noise will contaminate the signal. Once
we are dominated by fl/noise or voltage offsets, signal av- Vx=(Vsigna(t)cOS 0t + ¢))
eraging will not be an effective way to improve our determi- 5nq
nation ofV,.
The situation is improved if we can control the signal  Vvy={(Vsigna(t)sin(wt+¢)),

voltageV,. A particularly powerful trick is to chop the sig-  egpectively, where is a parameter that one sets on the front
nal on and off at some high frequency and take the differencgane| of the lock-in. The lock-in can also be set to convert

Von— Vi - Itis easy to see that any voltage offsets disappeafese signals digitally to amplitudés, and phasep, given,

from this difference voltage, and low-frequency drifts makerespectively, by

little contribution as well; only higher-frequency noise con-

tributes to the difference signal. If we can also average the Vg=(V4+V3)¥2

difference signal over time, then we will be left with only a

noise contribution at the chopping frequency. If the signaland

voltage is being digitized as a function of time, then it is a D =tan }(Vy/Vy).

simple matter to perform the difference-and-average proce-

dure in software; one just has to include a data flag to keepoth representations are useful, of course, depending on

track of when the signal is on and when it is off. But anotherwhat kind of signal is being examined.

route is to use a lock-in amplifier to perform this task. A To see what a flexible instrument the lock-in ampilifier is,

lock-in is a general purpose piece of laboratory equipmengonsider the experiment shown in Fig. 2. Here the goal is to

that can be adapted very quickly to different experiments. observe fluorescence from a sample illuminated by a laser.
Most modern lock-in amplifiers combine analog and digi- The laser beam is chopped using a mechanical chopping

tal electronics techniques. The input signal is first amplifiedwheel, thus causing the fluorescence to turn on and off at the

and possibly filtered to remove noise above and below thehopping frequency. The first thing you gain by using a

reference frequency, and the resulting signal is then digitizedock-in for this experiment is flexibility. The lock-in has a

Lock-in amplifiers typically include a robust, well-behaved, very low-noise input amplifier, and the sensitivity can be

low-noise preamplifier together with a set of electronic filtersadjusted over many orders of magnitude. Thus just about any

into which the signal is fed. Sometimes the signal filtering isinput signal can be seen with a lock-in—this is very useful

done with analog electronic filters, and sometimes it is dongvhen one is frequently changing samples or laser param-

digitally; the method depends on the particular lock-in usedgters.

but it is usually transparent to the user. The second thing you gain is some freedom from worrying
In addition to the signal input, one also needs to provide @bout ambient light getting into your detector. With the chop-

reference input, which contains a waveform with a strongper working at 1 kHz or so, the lock-in can almost com-

component at the frequency at which you are modulating th@letely reject the dc and 60/120-Hz signals coming from am-

signal. The lock-in electronics then “locks” onto this refer- bient lights, provided these sources don’'t swamp either the

ence signal and thus determines the operating frequency. detector or the lock-igsince both will have limited dynamic

good lock-in can often extract a stable reference signal fromange. Finally, problems with voltage offsets andf Ifoise

a weak reference input, but more typically one presents tha the detector are also minimized using a lock-in.

voltage

time time
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sample time 7. What we see plotted in Fig. 1 is n®t,{t), but
B ratherV,gise(t). Naturally Vise-(t) depends on the aver-
| laser i aging time 7; the longer the averaging time the smaller
/ .. . U'noisel,}-z 2nd Voiseo(t) Will be, and for vv_hite_ noiserrn_oiseﬁ
T ks ~T N We see th_at the averaging tlrmals_effectlvely
equivalent to the noise correlation time mentioned above.
f# e In the same way that measuring noise in the time domain
always involves some averaging timemeasuring the noise
| ghopperconiol | power spectrum always involves an average over a range of
pholodessctor frequencies, called the measuremdrandwidth (typically
stated in HZ If we compute the noise power spectrum using

measurements over a finite tinfg,., then for white noise

Signal In we find
RefIn Signal Out [—

chopper wheel

v

Lock-In Amplifier

2

~ 1 .

_ i2mft
Fig. 2. A typical lock-in amplifier application in which one measures the PmiseB(f )= ‘mj VnOiSE(t)e dt @)
fluorescence from a sample that is illuminated by a chopped laser beam—
Ref. 5. and

J=N=Tge/T 2
D _ i2mft
A popular lock-in demonstration experiment, shown in {Proisep(f)) Tave ,§=:1 Tnoises () €77

Fig. 3, is to modulate an LED using a simple square wave, 5
say at 1 kHz, and examine the light output using a photodi- 1 No2 o OnoisesT 5 B
ode. With the LED close to the photodiode the signal can be T2 " OnoisesT Ty T noises T

seen clearly on an oscilloscope, and thus can be measured ] )

directly. With larger separations the photodiode signal bewhere B=1/T,, is the measurement bandwidth. The sum
comes much weaker, to the point that it cannot be seen at alfas evaluated knowing that the noise is uncorrelated over
on the oscilloscope trace. With the lock-in detector, howevertimes greater tham. Put another wayy ,qs{t) exhibits no

the signal remains strong at the lock-in output even after théong-range correlations, hence on long time scales the inte-
photodiode signal appears to be swamped with noise frorgral undergoes a random walk with a mean-squared value

the ambient lightind. proportional toT .

Since opoise,~ 7 2 We see thatPusep(f)) is equal to
[ll. MORE BACKGROUND: NOISE SPECTRAL some constant times the bandwidsh We therefore define
DENSITY the bandwidth-independepbwer spectral density

. . . . 2
For any physically meaningful noise we can define a new S(f)= lim

“smoothed” noise functiornV s (t) that is a running time- T e Vave
average of the noise e

f Vnoise(t) ei Zﬂ-ftdt

:~PnoiseB(f )/B.

t'=t+r e

Vhoises(1) = T Jt’:t Vnoisd 1) A", We see thaB(f ) is a well-defined function that depends on
. . B the intrinsic noise in the system as a function of frequency.
?\?r _ W?t';%l,g'g'se _ Weis Sh;\rl]i Céifg&sﬁgé;g; doin 3235 S(f )¥2 has the dimensions of \(Hz (called “volts per root

noises ~ Tnoises 1S L hertz”), and this function is typically all one needs to know
of volts). Physically this is a reasonable definition becaus bout the random noise in a signal. For pure white noise
we never actually measure the noise voltage at an instant |$(f )¥2 is equal to a constant while. for fLhoise S(f )2
time, but rather we are always averaging over some shofT 1f ’

By comparing Eqgs(1) and(2) we see thafPgisep(f )]

is precisely what the lock-in amplifier measures in the ab-

sence of any signal. Thus the fluctuations in the lock-in out-

put V. will be proportional to the power spectral density at

the reference frequenc®(f )2 timesB'? the square root

R, Reference _Input of the bandwidth of the measurement. Note that

L] @l = Bl Tsier is the equivalent noise bandwidth when using a
lock-in, whereTger IS the averaging time indicated by the

LED lock-in, and B8 depends on how the signal averaging is per-

D Photodetector

Signal Generator

Output Sync out
4 Lock-In Amplifier

Juuuu

= formed(which is described in detail in the manualhus we
see that the noise in a lock-in measurement will go like
T, as we would expect.
Fig. 3. A popular experiment to demonstrate how lock-in detection can One source of noise in our measurement. which the manu-
recover a small signal buried in noise. When the LED is close to the pho . ' i
todetector, the signal is large and can be seen directly on the oscilloscopEiC_turer has W(_)rked hard to reduce, is .the Input ampllflers
When the LED is farther away, the signal is no longer visible on the oscil-mSlde the lock-in. For example, our lock-in manual states the

loscope, but is easily detected with the lock-in. input noise is no more than 6 n\VHz at 1 kHz. Thus if our
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Signal Generator 85 T
Output Sync out
nnnnt o Lock-In Amplifier 8a L |
0 s
) Reference Input aE\
Ruus § N Tgesf 1
s o) [l
P B8
Rue 3 o . . *
p: 82 -
Fig. 4. The circuit used to measure the resistaRgg.. The two resistors
are soldered together and placed into a small box; the rest of the connection P | (Y RO T SRR S
are made using coaxial cables. 10 100 1000 10000 100000

Frequency (Hz)

reference is at 1 kHz and we short the lock-in input withFig. 5. A measurement d®,;. as a function of the signal generator fre-
some small resisto(so the input signal is zeypthen the quency with a large fixed input voltage. Specificalif4 . was a 1-V sine
signal we measure would have an effective noise ofvave, and the lock-in time constant was 3R, was determined using

o . . either the total signal amplitudés ¢ or the in-phase compone¥ y . This
6 nV/yHz. Therefore, if we integrate for 10 s, the output graph demonstrates systematic effects in the measurement that arise from

display should display rms fluctuations of about/8d nV capacitive effects. These effects are reduced by using the in-phase signal
~2nV. Vg x, but they are not eliminated.

Resistors can introduce noise from thermal fluctuations
into a measurement. This is called resigtw@rmal noiseor

Johnson noiseand the rms amplitude of the thermal noise . our experiment we use a Stanford Research Systems

voltage is given by model SR830 DSP lock-in amplifier, and a Berkeley Nucle-
Vs therma= VAKTRB - (V), onics Corporation Model 625 signal generator is used to gen-
) ' ) erate a sine-wave signal. The circuit configuration in Fig. 4

or in terms of spectral density was used to measuké;, and the signal generator was con-
Vims hermdiSpectral density= V4kTR  (V/ JHz) nected directly to the lock-in input to measuvg . From

= these voltage®, Was determined as a function @j, and
_ / the signal generator frequeney [One important feature of
=0.128 10 (nv/\Hz), the circuit that is not shown in Fig. 4 is a 4:1 voltage divider
that was inserted between the signal generator sync output
and the lock-in reference input. This divider reduced the
level of the sync signal by a factor of 4 before it went into
the lock-in amplifier. In principle, this divider should do
IV. MEASURING A RESISTOR nothing; however, before this divider was inserfed., when
the sync out was fed directly into the lock-in reference input

The objective of the first part of this lab is to measure thewe found a small but significant offset in the lock-in reading.
resistance of a short length of brass wire. Specifically, we us¥e do not understand the origin of this problem, but it ap-
an unknown alloy wire with a length of 17 cm and a diam- pears to be due to cross-talk inside the lock-in amplifier. The
eter of 0.4 mm that gives a resistance of about &D. fhere  divider seemed to eliminate this problem compleely.
are essentially two ways to measure the electrical resistance We want to convey an important lesson: all precision mea-
of any device—one can either send a known current througsurements are limited by both random noise and systematic
it and measure the resulting voltage across it, or apply &ffects. Much of the art of experimental physics is dealing
known voltage and measure the resulting current through iwith these problems. To demonstrate the kinds of systematic
In most cases, including our case, the former option is techerrors that can be present, we first meadRyg, as a func-
nically easier. We use the simple resistor divider circuittion of » with the signal generator output set poiity ge
shown in Fig. 4 withRgeies= 1 k(2. The current in this case fixed. (Our signal generator is digital, 36, se;iS @ numerical
is | =Va/(Rseriest Ruire), and the voltages we need to mea- input value; however, we always measig directly using
sure areV, andVg. The wire resistance can then be com-the lock-in) We measure® ;. two ways: using the measured

whereR is the resistance value a8lis the bandwidth of
measurement.

puted as signal amplitudeVg r, and using the in-phase component
VA e Ve Vg x (recall the definitionVz=VZ+ V% given abovg The
Ruire =1/~ Rseries( TR )’“ v, Rseries lock-in phase is adjusted so that the direct measurement of
A serie A

V, givesVy=0; that way, we expedtg y=0 if our resistors
where in our case the approximation is accurate to a part iRave purely real impedance@n our case the phase offset
10*. We see that our measurementRyj;. can be no more between the signal generator output and the sync out was
accurate than our knowledge s bUt SiNCERgeesiS ~ Measured to be 2.3°.

approximately 1 K we can measure it fairly accurately with ~ The results of these measurements are shown in Fig. 5.
a simple digital multimeter. Note that we used a largé, srand a long time constant,
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Fig. 6. The random noise in a single measuremenRgf. made with a  Fig. 7. Measurements d®,;. as a function of the input voltagé, . The
small input voltage and a small lock-in time constant. Specificalyge frequency is fixed at=1 kHz. The measurement was made usifag, data

was a sine wave of 10-mV amplitude, and the measurement was made usiagd a lock-in time constant of 0.3 s. Again we see how systematic errors
the in-phase componeiz x and a lock-in time constant of 0.3 s. This dominate the uncertainty, particularly when the signal level is low.
demonstrates how the noise increases sharply when the measurement is

done at low frequencies.

much higher at low frequencies, probably due to the intrinsic
ise in the lock-in amplifier. The curious student is invited

L . N
so the random noise in these measurements is small. We f'rﬁfcompare these measurements with the noise specifications

see that our measure_mentslmire based OWBR are con- iven in the lock-in manual. We note by comparing Figs. 5
stant at low frequencies, but increase rapldly above about 34 6 that there is an optimal frequency for making measure-
kHz. The frequency dependence comes mainly from capachyanis ofR . . If v is too high, systematic errors become
tive effects—the cable capacitance and the stray capacitane o matic: if» is too low, the random noise is greater. An
couple with the finite output impedance of the signal generay teresting side point is that the measurement errors were
tor to produce a complex impedance. The interested stude quge aty—300 Hz whenV. was small. because of 60-Hz

= A , -

is invited to investigate these effects by changing cable ": ) . O ,
lengths and by adding a small series resistor between tHaoise harmonics. This problem was eliminated by measuring
at v=325 Hz instead of 300 Hz.

signal generator anBgies(thus changing the effective sig- L I .
nal generator output impedanc&he hands-on nature of this Next we asl_< students to determ!ne Just a,pe_really IS,
0and how well it can be measured if we are restricted to pass-

simple experiment makes this kind of investigation easy t i -
perform although we don't require it as part of the lab. The"d only very small currents through the wire. To this end we
measureR,i as a function ofV, o, with the frequency

main lesson from the graph in Fig. 5 is that the real circuit is_ h :
not necessarily the same as the ideal circuit drawn in Fig. 41xed atv=1kHz. We use a long time constant to reduce the
The power of lock-in detection is that one can simply mea_rand_om fluctuations ivg ..The results are ;hoyvn in Fig. 7.
sureR,; as a function ofv to see the magnitude of these Again we see a systematic trend wiffa , which is probably
systematic effects directly. due to some unexpected signal coupling, either in our circuit
If the systematic effects were entirely capacitive, weOr in the lock-in itself. WithV =4 mV we find thatVy is
would expect to obtain a more accurate measuremeRf,gf  ONly 300 nV, so there are any number of stray voltage effects
usingVg x, the in-phase component bf,, because the ca- that could produce the necessary offset. The interested stu-
pacitive 'impedances are purely complex. We see in Fig. 5
that this is indeed the case. UsiMg x, one finds that the
systematic errors become very large _only above about 30 Signal Generator
kHz, where they are a factor of 10 higher than what one
obtains usingvg g . At very high frequencies we see that the Output  Sync out
circuit in Fig. 4 no longer represents the real circuit well at " H Lock-In Amplifier
all, so our determination oR,;. would have to proceed [ A
differently at high frequgncies. . _ _ Reference  Input
Another lesson we wish to convey in this lab is that ran- p: |
dom errors are also frequency dependent owing tonbise Regerios
and other effects. To demonstrate this we again med&re A g
as a function of frequency, but this time with a s} s Reoaon | B
and a shorter time constang. The random errors are esti- Ry
mated simply by recording 16 separate measurements of
Vg x, the measurements separated by sevegyalThe stan-
dard deviationor was then determined from these 16 Fig g. A circuit schematic for measuriri,e in the presence of an isola-
samples. The results are shown in Fig. 6. We seedids tion resistor. By varyindRisoiaion the Johnson noise can be measured.
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dent is invited to try and track this down. In the end we sedock-in detection, noise spectral density, and the trade-offs
from Fig. 7 thatR,;~82.2+0.2 m(}, with the uncertainty between random and systematic errors. We use the lab as a
coming mainly from systematic effects. An absolute accuprerequisite for other labs requiring the use of lock-in detec-
racy of 0.25% is not too bad for such a small resistor, usingjon for small-signal measurements. We believe this lab also
such a simple ci_rcuit. This Ieygl of accuracy is sufficient t0ginforces the point that precision measurements can be
see the change iRy, when it is warmed slightly, by cup- yicky hence varying whatever measurement parameters one

ping one’s hands around the wire or by blowing on it slightly. : . : :
Finally, we use the circuit in Fig. 8 to demonstrate the “&" vary(in this casev,, and ) is good experimental prac-
effects of Johnson noise. This circuit is motivated by imag-t'ce'
ining that our sample is sitting at the bottom of a cryostat at | .
100 mK. In this case we cannot connect wires to it directly , -ectronic mail: kgi@caltech.edu

P, Horowitz and W. Hill, The Art of ElectronicgCambridge U.P., New
because of the heat load, and theref®gaion CaNNOt be  yo 1989, 2nd ed., p. 1031.

made too small. By measuring again with different values  2p. w. preston and E. R. DietZhe Art of Experimental PhysidiViley,

for Risoation, JOhNson noise can be observed. New York, 1993, p. 367.
3R. Wolfson, Am. J. Phys59, 569 (1997).
V. DISCUSSION “Simulated noise plots from Edoardo Milotti, at http://www.fisica.uniud.it/

milotti/Research/loverf/loverfnoise.html(2002 (with permission.
The purpose of this laboratory experiment is to introduce SGraph adapted from http://www.chem.vt.edu/chem-ed/electronics/instrum/
students to the science and art of precision electronic meadock-in.html.
surements. This hands-on lab demonstrates the concepts éb. T. Gillespie, Am. J. Physs4, 225(1996; 61, 1077 (1993.
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